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Dynamics of populations in a changing environment
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We present an individual-based model of a population that lives in a changing environment. The individuals
forming the population are subject to mutations and selection pressure. Using Monte Carlo simulations we
have shown that, depending on the values of the mutation rate and selection, the population may reach either
an active phasét will survive) or an absorbing phadé will become extinct. We have determined that the
transition between the two stat@shasepis continuous. We have shown that when the selection is weaker the
population lives in all available space, while if the selection is stronger, it will move to the regions where the
living conditions are better, avoiding those with more difficult conditions. The dependence of the mean time to
extinction on the rate of mutations has been determined and discussed.
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I. INTRODUCTION Il. MODEL

We consider a population composed at titnef N(t)

Modeling biological evolution already has a long history. individuals. The individuals live in a habitat that has the
Biologists and biologically oriented mathematicians usedorm of a square lattice of dimensiohs along theX axis
mostly partial differential equations operating on global vari-and L, along theY axis. The lattice is divided into three
ables(see, e.g.[1]). On the other hand, a microscopic ap- €qual partsdenoted regions 1, Il, and Ill afterwardsper-
proach where individuals are the basic entities has also bedtendicular to thex axis. A site could be either empty or
considered2]. It is known that there are several factors thatoccupied by only one individual. N .
could influence the fate of an evolving population. Among. An |nd|_V|duaI is characterl_zed by its posrglon on the Ia_ttlce
them are(1) accumulation of harmful mutationg8,4], (2) | @nd by its genotype; that is a double stringof 32 posi-
selection pressurgs, 6], (3) changing environmerjz—9. tions) of 0's and 1’s. It could have the form

Most of the above approaches, excEpl, used a mean- ] 0010110- -
field-like, global variables, ignoring individual features of 9= 010110% - -.
the organisms forming the population.

There are also papers by physicists using an individualVe have decided on using one pair of homologous chromo-
based models to describe the fate of a population under pre§omes, since increasing their number with the same number
sure and/or mutations. The colonization process of a neigaf 1oci in the genome and the same recombination rate per
boring empty niche has been considered in this agiskt chromqsome would increase the overall, already very high,
13]. To the best of our knowledge the question of how a'€combination rate. It could not produce any effect of
population will react when confronted with a changing cli- '"Keéage. It should be noted that in the model one recombi-
mate has not yet been considered within the microscopi ation per generation equals one recombination per 32 loci.

o ; e ; ‘Some linkeage disequlibrium effects were obtained also in
approach. S|r.n.|lar problem, using d'ﬁUS'On equatlo.ns fqr av Ref.[15] for a single pair of chromosomes and the recombi-
eraged quantities has been studied in R&ffrom a biologi-

cal point of view while the mean field approach and simula-nation rate equal, not 1 per generation but 0.001.
i P lobal iabl | %p_ st From the genotype the phenotypgeof the individual is
ions on global variables were employed in Ref4]. . constructed, as a single strijgecton of the same length,

_ Ouraim is to determine the fate of a population that ini- 504 ging to the following rule. For each positidincus of
tially is adapted to a given environment and then the condithe genotype the product of the two values is taken and the
tions change for the worse. That may mean either growingegyt is put at the corresponding place of the phenotype. In

skills of predators attacking the population, decreasing supjplogical terms it means that O corresponds to a dominant,
ply of food, or climatic changes, such as the coming of theand 1 to a recessive allele,

ice age. The changes are irreversible. We want to find out 00).(01).(10—0. (11)—1 1
when the population will adapt to the new conditions and (00,(01),(19-0, (1)—1. @)
when it will try to invade a neighboring empty niche with the Hence the phenotype corresponding to the genotype pre-
old climate. We also want to find out if the role played by the sented above would be

selection pressure and mutation rat_e are similar. Obviously, f,={0000100 - -}. )

we expect that there would be two limit states—the popula-

tion may either stay alive or become extinct. It would beMoreover, each individual is also characterized by its age
interesting to know what can be learned about the nature ofhich at birth is set equal to 1 and is increased during the
such a transition. simulations(see below. This feature makes the model more
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realistic by diminishing the survival probability of an indi- (8) On each site of the chosen gametes a harmful mutation
vidual with its age and also by eliminating perfectly adaptedmay take place with probabilitg,,,;. This means that if at a
individuals, who otherwise could live forever and eventuallygiven site(locus in biological termsthe value agrees with
dominate the population. the value at the corresponding site of the optimal phenotype,
In constructing our model we aimed for maximum sim- it may be changed with that probability. If the value is dif-
plicity, within the class describing population dynamics with ferent from that of the optimal phenotype, no action is taken.
recombination and phenotype following from the genotypeggch progeny receives its genotype independently.

Suggestions for this type of models were given in R&f. (9) From the genotype a phenotype is produced along the
However in almost all biology papers describing evolution,inas described above.

individuals are characterized simply by their phenotypes. (10) For each offspring a search for an empty place is

The algorithm governing the dynamics of our system hal%ade in the Moore neighborhodd6] of the first parent.

the following structure. X . ; .
(1) Chose an individual, for example on a sjte On a square latice it means eight S|t_es,
(2) Calculate its survival probabilityp; according to the N’NE’E’SE’_S.’SW’W’NW' .If the place is fqund, the offspring
rule is put there; if not, it lost its chance and is not born.
(11) After choosing as many first parents as there are in-
dividuals in the population at that time, one Monte Carlo step
pj=exp(—s-q;/z), 3 (MCS) has been made and the age of all individuals is in-
creased by one.
wheres is a parameter characterizing the selection pressure At the beginning of simulations the optimal phenotype is
andz; is the fitness of th¢ individual, defined as the agree- the same in all three regions and is the most favorable, i.e., it
ment between the optimal phenoty@elimate”) F and the is a string of zeros onlyzero is a dominant alleJe The

individual's phenotype initial population is random, i.e., it has random genotypes
and the spatial distribution is random, too, but restricted to

32 the first region only, with a given initial concentration. We
Z==— E [1_(f}_Fi)2]' (4) have checked th_at if thz_it concen_tratio_n is above a certain

32i=1 level (about 0.0% its precise value is unimportant, since the

population very quickly(about 50 MC$ reaches the same

Hencez; €[0,1]. Survival probability defined by Eq3) in- value of about 0.6 and then follows its evolution, depending
creases with the individual’s fitness but goes down with in-on the values of the parameters. Regions Il and Il are empty.
creasing age and the selection pressure. Since the exact forffhe values of the selection presssr@nd mutation rat@, .
of the survival probability is not known, exponential or are fixed. We let the population adapt to the existing condi-
Gaussian dependence on the selection is quite often used tigns and then we change the optimal phenotiglienate as
biologists (see, e.g.[5]). It should be noted that the results follows. At the first change, after 200 MCS after the adapta-
do not depend quantitatively on the form of the survivaltion, the values at two, randomly chosen, sites in the optimal
probability. phenotype in the first region are changed from 0 to 1. Since

The notion of the optimal phenotype has been known fory zero in the individual's phenotype can be obtained from
a long time[z] and it represent_s here a vector of 32 compo-three combinations of alleles in the genotype, i@0), (01),
nents taking values equal to either Oor 1.~ and (10), a change from 0 to 1 in the optimal phenotype
_ (3)Arandom number; is chosen. Iif;<p the individual  \eqns that there are less sites in the genotypes that satisfy
lives; otherwise it is removed from the system and the POthis condition. One may, therefore, say that the living condi-
cedure goes b"?‘c." to 1 . . tions turned worse. At the second change, which also oc-

(4) 1f th.e individual's age is greater than L, it may breed'curred after 200 MCS, the optimal phenotype in the first
To do so it must go through the steps listed below R . ) g

(5) Find an empty place in the von Neumann neighbor_reglon is again changed in the same way, i.e., at two ran-

hood[16]. On a square lattice used here, it means in the fou omly chosen sites, ZEros were SW't(_:hed for ones. Nc,’w’
owever, also the optimal phenotype in the second region

principal directions N,E,S,W. Only one such search is mad

(blind ant ruls. has been changed. We simply adopted here the previous
(6) After moving to the new place, find a partner in the (changedoptimum phenotype of region I. One may see it as
von Neumann neighborhood of the new position. a gradual moving, from the left, of a colder climate. Finally,

(7) The two produce at most four offspring. Each of themonce again after 200 MCS the climate is changed. Two more
receives its own genotype constructed through recombingsites in the optimal phenotype in region | are switched from
tion and formation of two gametes from each pargenetic 0 to 1, thus it now contains six sites with value 1 and twenty
shuffling). The process may be described as follows. The twesix sites with value 0. In region Il the optimal phenotype
strings of a parent’s genotype are cut at a random place. Theontains four sites with value 1, and in region Il it contains
resulting four pieces are glued across, forming two gametegust two sites with values equal to 1. Since the average age of
The same is done for the second parent. From each pareah individual in our simulations oscillates around 3.5 MCS—
one gamete is chosen randomly, thus forming two strings fothe changes are made after about 100 generations. We con-
the genotype of the offspring. sider here a system with overlapping generations.
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FIG. 1. Colonization of the three regions under the most favor-  FIG. 3. As in Fig. 1 for still higher mutation rate,, = 0.004.
able conditionss=0.065, p,,=0.001. Full line, density of the The population became extinct after 6480 MCS.
population in the first region; dashed line, density in the second
region; and dotted line, density in the third region. value of the selection pressure and mutation rate. There are
three possible outcomes. In Fig. 1, where the mutation rate is
Although in our model there is no force pushing the indi- low, the population survives and colonizes all three regions
viduals into regions Il and Ill, it is not a simple colonization with similar densities. In Fig. 2, although the population also
of empty territories. An individual adapted to the climate in survives, the mutation rate is so high that life in region |
the first region finds, after the conditions have changed, ®ecomes difficult. Hence the population moves to more
better chance of survival if it follows the climate, hence if it friendly regions Il and I, with only very few individuals
moves into the Il or Ill region. In such a way, region | be- remaining in region |. Both cases correspond to the active
comes depopulated. A simple invasion process occurs in owtate. In Fig. 3 the population becomes, after some time,
model when the climatic changes are negligible. Then thextinct. This is the absorbing state. The fitness of the indi-
density in the first region remains approximately the same agiduals in the three regions rises very quickly to about 0.8
in the other two. and remains at that level. We present the results obtained
For simulations we have used a lattice of the followingwhen the mutation rate is changed. Similar curves are pro-
dimensionsl,= 150, hence each region was 50 lattice sitesduced when the mutation rate is kept constant and the selec-
long, L,=1000. We have checked that increasing the valuaion pressure is varied. One may note that there is a mini-
of L, did not change the results, while increasingled to  mum for the density dependence in the first and second
very long simulations with only slightly better statistics. region, hence obviously also in the average value, at around
Typically we let a population evolve for$10*—~10 MCS. 900 MCS. The minimum seems not to depend on the value
of the mutation rate. It does depend, however, on the selec-
Ill. RESULTS AND DISCUSSION tion pressure and if it is weak, it disappears. The minimum
) ) . indicates migration of the population from the first and sec-
In Figs. 1, 2, and 3 we show time dependencies of thg,nq regions. If the living conditions in region | are not too
densities in the three regions at a given time for a giveryjgicult, the population will recolonize it and the density will
grow there to about 0.5. This is the case illustrated in Figs. 4,
region | where the density dependence on time and some “snap-
region Il --------- ” . . . .
region Il - ) shots,” showing the spatial location of the population, are
presented. For better presentation the data were obtained for
. a smaller system with = 200. If the conditions in region |
are difficult (as in Fig. 2, only the border zone between

0.7
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£ 04 o p;f"‘-\é.m LY "N N ] regions | and Il is populated and the density in region |
8 oo lil M sl ,JJ);{A;Y W h‘".ﬁjjwéwm remains low. _ _ _ o
<1 At - Pt o We have performed a series of simulations keeping either
02 ' 3 i the selection pressure or mutation rate fixed and changing the
; other parameter. We have found that in each case, for some
o1 b/ values of the varying parameter, the population arrived at an
) active state, while for others it became extinct. Far away
0L : : ; from the critical point, i.e., the lowest value of the parameter
0 5000 10000 15000 20000 . . .
time [MCS] that was chgngedse_lectmn or mutation raleand fp_r which
the populations died, average density stabilized pretty
FIG. 2. As in Fig. 1 except that mutation rate is increased toquickly. The closer the system was to the critical point, the
Prui=0.003. more the density fluctuated. The fact is well known to biolo-
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FIG. 5. Asymptotic average density of the population as a func-
tion of the selection pressure on the log-normal scale. The mutation
rate isp,, = 0.0035.

hysteresis, we conclude that the transition to the absorbing
state is continuous.

We defined the average densipy,, , as the total number
of individuals living at a given time in all three regions,
divided by the available spadaumber of lattice sites We
have found that after 10000 MCS the average density de-
pends on the reduced selectidas=(s.—S)/s., wheres; is
the critical value of the selection pressure, in a power law
form

pav~(AS). ©)

A good fit is obtained for 0.004 As<<0.1 with s,=0.0651
and 8=0.265* 0.005. No such power law was found for the
dependence of the average density on the mutation rate.
Examining the final, quasistationary, states obtained from
the time dependencies of the density of the populations, we
can construct a phase diagram in tfselection, mutation
rate) plane, presented in Fig. 7. The diagram shows a critical
line separating the alivéactive and extinct (absorbing

1 T T T T T T

FIG. 4. Density dependence on tin@. Spatial distribution of
the population after 160 MC&), 1000 MCS(c), 15 000 MCS(d).

gists as a demographic stochasticity, affecting populations o:g

small sizeg4]. Close to the critical point our populations are
indeed very small. From the obtained results we have plottec
Figs. 5 and 6, which show the final average density of the
population as a function of the selection pressure and muta
tion rate, respectively.
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One may easily notice that both show a sharp transition
into the absorbing state. To elucidate the nature of the phase FiG. 6. Asymptotic average density of the population as a func-
transition we have looked for a possible hysteresis in crossion of the mutation rate on the log-normal scale. The selection
ing the transition poinf17]. Since we have not found such a pressure is=0.065.
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FIG. 7. Phase diagram in theelection, mutationplane. The

L . FIG. 8. Average extinction time versus mutation rate on the
line is a guide to the eye only.

log-log scale, for several values of the selection pressure.
phases. The line is not symmetric, since the role played by

the two parameters is not equal. Selection acts in the samfle case of strong selection, and this is the lower part of the
way in all three regions, V\(hlle mutation rate affects 'nd'V'dU'textvs pmut dependence. A similar kind of dependence of the
als differently. First of all, if a mutatiofthere are only harm-  5yerage extinction time on the selection and mutation could
ful mutationg occurred for an individual in region Il, then if o geduced from the data presented in R&F.

it migrates to either region | or Ill, the mutation may tum |t should be noted that the role of the selection pressure is
beneficial, because of different optimal phenotypes ther&eglized in our model via the survival probability of an indi-
Next, a mutation changes only one allele in the genotypeyiqual, and since it depends explicitly on its fitness, it it
and for having an effect on the phenotype, also the seconglpossible to describe the model in terms of global vari-
allele at the same locugsite on the genotypehas to be gpjes

“‘wrong.” In biological terms it means that if a harmful mu-  Because in order to produce offspring an individual has to
tation is to affect the phenotype it has to occur in a heterozypmgye, find a partner, and find the place for the progeny, there
gote (different alleles in the same sjtat that locus. Third, s no need to introduce outside restrictions on the population
there is a genetic shuffling, meaning that progeny receiVgrowth, such as the Verhulst factor, see, e.g., REf.
genotypes of the parents changed in the process of recombi- \y,e have presented a microscopic model describing the
nation. _ behavior of a population under selection pressure and muta-
_ In many biology paperssee, e.g.[3,4,6]) the average tjonal load living in a changing environment. The population
time to extinction is considered. In most cases the parameteys confronted with a choice: either adapt to new conditions or
are the reproduction rat@umber of offspring and the size  fo|jow the climate and colonize new territories. We have
of the carrying capacity of the habitahaximum number of ~ foynd that if the selection pressure is not high, the population
individuals who can live there at the same timelere we  \yj|| spread with similar densities all over the three regions.
have found that the dependence of the average time of eXwjth increasing selection pressure and rate of mutations the
tinction on the mutation rate can be fitted into a dependencg,s; region will become depleted and regions Il and 11l will

(tex) ™~ Pmut- Since, however, the data covers a rather narrowontain most of the population, with a slight preference for
range, it would be difficult to claim that we have here a trueregion I, since there will be immigrants from regions | and
power law. IIl. Finally, if the selection pressure is very strong, the popu-
As seen from Fig. 8, we obtained different slopes forjation will die out. In the model the role of the selection
lower selection pressures and a single slope for higher selegressure seems to be more important because of its global
tions. This could be explained in the following way. For character. We have constructed the phase diagram of the final
strong selection the population has really no chance to destates of the evolving population—an active stéiging
velop and changing the mutation rate has no marked effechopulation or an absorbing statéextinct population We
Any individual that is not well fit has a very low chance of have shown that the transition between the two states is con-
survival. Therefore, the time to extinction increases withtinuous. The dependence of the average time to extinction on

growing mutation rate in more or less the same way. If thehe mutation rate shows two different regimes.
selection is weaker, then it matters whether the mutation rate

is low or high. If it is low, the population has enough time to

grow, since at the beginning there are few mutations. After- ACKNOWLEDGMENTS
wards the mutations accumulate and the population dies.
This behavior is reflected as the upper part oftthevs pmut This work was partially supported by the Swiss National

curve. If the mutation rate is high, then the population veryScience Foundation. A.P. is grateful to S. Cebrat for helpful
quickly acquires enough mutations and behaves similarly taliscussions.
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